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Context 1/2

Prior to lawsuits and investigations there’s a discovery process.
Produce evidence to the other party.
eDiscovery refers to this process, but with the inclusion of
electronically stored information (e.g. emails, PDFs).
A set of documents is first collected and thereafter manually
reviewed .
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Context 2/2

The manual reviewing of the collected evidence is the biggest cost
driver in eDiscovery.
High review effort (i.e. the amount of documents that have to be
reviewed), is the main driver of these costs.

The Loneliness of the Long-Distance Document Reviewer: E-discovery
and Cognitive Ergonomics [ADB09]

“To fulfill a similar transaction, the firm [Crowell & Moring] employed 125
contract lawyers for three months. They reviewed 30 million pages and
produced 12 million relevant pages.”
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Problem statement

There are methods that reduce review effort.
An active learning based approach with a human in the loop (also
referred to as “Technology Assisted Review")
Although effective at reducing review effort, a possibility of false
negatives without the awareness of the user.

Tarpits: The sticky consequences of poorly implementing technology
assisted review [Dow20]

“90% recall of relevant documents misses that the 10% of false negatives
may be not just relevant, but crucial, even to the point of being more
worthwhile than the other 90% altogether”
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Research goal and questions

Research goal
Use relevance feedback to reduce review effort.

Relevance feedback refers to the iterative process of improving the
relevance ranking based on user feedback.
The relevance ranking will be based on the textual similarity
between a queried document and the remaining documents.

Research questions
What text similarity methods are most suitable for relevance
feedback?
To what extent can relevance feedback help to reduce review effort?

Scientific novelty
In contrast to TAR, only re-rank documents.
Experiment with different levels of text-granularity.
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Data

RCV 1 v2 dataset (annotated Reuters news articles)

Test set (topics fairly unrelated to each other)
Strategy/Plans
Regulation/Policy
War/Civil War
Sports
Elections

“Ambiguous" set (same parent topics)
EC Corporate policy
EC Internal market
Forex markets
Energy markets

Random sample of 300 articles per topic.
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Method
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Method

Timo Kats, Peter van der Putten and Jan Scholtes BNAIC 2023 February 24, 2024 7 / 20



Text similarity - Embeddings

BERT creates dense word embeddings that capture a form of
semantic meaning through context.
SBERT creates paragraph level embeddings through mean pooling
these word embeddings (no document level).

Timo is a student > [-1.8472e-01, -3.1975e-01, 2.0524e-01, ...]

SBERT [RG19]

“This reduces the effort for finding the most similar pair in a collection of
10,000 sentences from 65 hours with BERT / RoBERTa to about 5
seconds with SBERT. . . "
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Text similarity - Ranking

Text similarity can be computed through the cosine distance
between the embeddings (using dense vector search/DVS).
On the paragraph level, the same document can be returned
multiple times.

Paragraph based document rankings

Return the following 6 paragraphs: {d1, d2, d2, d3, d3, d3} (where di refers
to a paragraph from document i).

The first based ranking would be: {1, 2, 3} whereas the count based
ranking would be: {3, 2, 1}
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Results - DVS configurations

Recall-Precision graph shows that DVS using the first based ranking
outperforms DVS based on the count based ranking.

Figure 1: DVS configurations
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Results - Baselines

Recall-Precision graph show that this DVS configuration outperforms the
TF-IDF based approach (in the form of MoreLikeThis).

(a) Test set (b) Ambiguous set

Figure 2: Identified DVS configuration compared with TF-IDF based approach
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Method
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Relevance feedback - Components

Pseudo-relevance feedback
We assume that articles that contain the queried topic get positive
feedback from the “user".

Feedback strategies
Commonly used strategies/baselines:

No feedback (show next 10 results)
Keyword expansion
Rocchio

Average/Sum the SBERT embeddings
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Relevance feedback - Baselines

Keyword expansion, each iteration:
1 Get words from selected texts
2 Sort words by their IDF value (uniqueness)
3 Append the top 10 words to keyword filter
4 Pre-filter results with: keyword1 OR keyword2 OR ...

Rocchio, each iteration:
1 Get average embedding of selected texts (α).
2 Average this (weighted) with queried embedding (β).
3 For this weighted average, we use α = 0.5, β = 0.5
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Relevance feedback - Strategies

Based on averaging/summing the SBERT embeddings. Variations based
on (1) cumulative feedback and (2) feedback amplification.
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Relevance feedback - Review effort

Cumulatively summing the embeddings reduces review effort the
most (measured in iterations needed to achieve 80% recall).
Adding sibling paragraphs reduces the standard deviation.

(a) Test set (b) Ambiguous set

Figure 3: Results of the relevance feedback strategies
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Relevance feedback - Latency

As for efficiency, summing/averaging the embeddings add little to no
latency. Amplifying feedback does.

Figure 4: Average iteration times for different feedback strategies
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Findings

Compared to our minimal baseline (of no feedback), review effort is
reduced between 17.85% (on the test set) and 59.04% (on the
ambiguous set).
Compared to an SVM based approach – which is typically used in
TAR – this method is very fast.
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In conclusion

We found that. . .
Our method reduced review effort between 17.85% and 59.04%.
Very little latency.

However. . .
Data homogeneity and size unrepresentative of real-world
applications in law/journalism/research/etc.

Regardless. . .
Documents are only re-ranked, so no false negatives without the
awareness of the user.
Method applicable in real-world scenarios.
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Thank you
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